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Consensus Families

Nakamoto's consensus Byzantine Fault Tolerance consensus
++ Robust
++ Suitable or public environments t 5 ++ Reduction in energy

++ Fast
-- Energy exhaustive
-- High latency
-- Less scalable

-- Poor scalability
-- High communication complexity
-- Permissioned only

Proof of Burn Delegated Byzantine Fault Tolerance

«  Proof of stake
« Proof of Elapsed Time Practical Byzantine fault tolerance
«  Proof-of-Activity Simplified Byzantine fault tolerance
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System Model

We consider :
« A public peer to peer system
« Authenticated reliable point-to-point communication links
« All nodes have direct access to a sampling service to pick their communication samples

« Participating nodes are recommended to dedicate their bandwidth resources for the
application

* Nodes newly joining the network are not assigned any reputation score

A set of high-ranked nodes (Pre-trusted nodes)



Byzantine Reliable Broadcast [1]
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Byzantine Reliable Broadcast extension

Reach agreement
Scalable

Fact Abstraction

Green But .. - Poor handling of concurrent events
Sybil attack prone

Reduced communication
Byzantine robust

+ 4+ + + + +

- |dentification of broadcast channels

Broadcast Broadcast instance
» Upon receipt of any BRB message, route through channel ID
corresponding broadcast channel
brondeact . ; ID: A brb,
* Map each broadcast instance to its corresponding message ID: B New brb,

« Each broadcast channel carries one single transaction

Routing table



Proof-of-Bandwidth-based Reputation system

Measure available bandwidth of peers over rounds

Detect fluctuations of bandwidth
Assign local scores accordingly

Compare the variance of the bandwidth records g,
of each node to the fluctuation tolerance factor a
and update local score as follows.
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Proof-of-Bandwidth-based Reputation system

« Aggregate the local scores over the network into global ones via a reputation system [2]

« Compute global scores including evaluations of remote nodes weighted to their local scores

/ m;k — Z_jl m*;,j- mj‘k \ Node j trustin node k

T (remote trust)

Node i trust in node j
( weight)

Node i trustin node k

lteratively, we converge to a global score in the form:

m = dmglobal + (1 —d)m,,_,

We say that we converged to a global score when:
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Convergence rounds
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Conclusion & Perspectives

Our solution

Solve double spending at a low cost

Provide a defense to Sybil attack

Suitable for public environments

Perspectives

Wide network simulation

Supplementary features
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| Thank you.
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